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ABSTRACT

Constant speed paths have been used as interpolating functions for highway and railway design, motion planning for robots, and path planning for military aircraft. A simple algorithm is developed in this note to compute a two-dimensional path that interpolates between ordered data points, consisting of Cornu-spiral, straight-line and circular sub-paths. The interpolation algorithm determines the sub-path parameters such that the interpolating path has constant speed, continuous heading and bounded curvature, while endeavouring to sequentially minimise the sub-path arc lengths.

The most significant factor to influence the performance of the interpolation algorithm is the number of data points that require the interpolating path to execute a hard turn. If no hard turns are required, then the interpolation algorithm quickly returns an interpolating path with minimal arc length (in a heuristic sense). However, hard turns can substantially increase both the CPU time of the algorithm and arc length of the path.
Constant Speed Interpolating Paths

Executive Summary

Constant speed paths have been used as interpolating functions for highway and railway design, motion planning for robots, and path planning for unmanned aerial vehicles. This note emerged from a study of path planning for military aircraft conducting missions in hostile environments, where the interpolating path represents the trajectory of the aircraft as it flies through waypoints.

A simple algorithm is developed to compute a two-dimensional path that interpolates between ordered data points. The heading of each sub-path is represented by a quadratic polynomial, resulting in Cornu-spiral, straight-line and circular sub-paths. The interpolation algorithm determines the sub-path parameters such that the interpolating path has constant speed, continuous heading and bounded curvature, while endeavouring to sequentially minimise the sub-path arc lengths.

Stoer\(^1\) used Lagrange multipliers and Newton’s method to calculate an interpolating path with constant speed, continuous heading and curvature, and minimal total arc length. This incurs a significant computational cost. A simpler approach is taken in this note, where the curvature of the interpolating path is permitted to have a finite jump discontinuity at the data points, and the arc length of each sub-path is attempted to be minimised in sequence.

The interpolation algorithm developed in this note begins by returning the straight-line sub-path between the first two data points. Then for each of the remaining data points:

1. Update the initial heading.
2. If the initial heading and the heading of the straight-line sub-path are equal, then return the straight-line sub-path.
3. If the straight-line sub-path was not returned, then:
   (i) Calculate the circular sub-path.
   (ii) Attempt to minimise the arc length of the Cornu-spiral sub-path.
   (iii) If a Cornu-spiral sub-path was not able to be calculated or the arc length of the circular sub-path is less than the arc length of the Cornu-spiral sub-path, then return the circular sub-path, otherwise return the Cornu-spiral sub-path.
4. Return to the first step and repeat until the interpolating path is complete.

The most significant factor to influence the performance of this interpolation algorithm is the number of data points that require the interpolating path to execute a hard turn. If no hard turns are required, then the interpolation algorithm quickly returns an interpolating path with minimal arc length (in a heuristic sense). However, hard turns can substantially increase both the CPU time of the algorithm and arc length of the path.

Although this note emerged from a study of path planning for military aircraft, the interpolation algorithm is generic and potentially has a broad range of applications. The utility of the interpolation algorithm will be determined by the context in which the data is generated and the intended use of the interpolating path.
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### Notation

- **x**  
  a generic 2-d vector, \( x = (x_1, x_2) \)

- **|x|**  
  magnitude of \( x \), \( |x| = \sqrt{x_1^2 + x_2^2} \)

- **x \cdot y**  
  scalar (dot) product, \( x \cdot y = x_1y_1 + x_2y_2 \)

- \( f'(z) \)  
  \( \frac{df}{dz} \), the derivative of a function \( f \) with respect to \( z \)

- **p**  
  interpolating path

- **∞**  
  infinity

- **\( \mathbb{R} \)**  
  real numbers

- **N**  
  number of data points

- **\( x_i \)\( (x_i, y_i) \)**  
  the \( i \)th data point

- **s**  
  arc length as a parameter

- **\( \theta \)\( \theta_i \)**  
  heading of \( p_i \)

- **\( p_i \)\( p_i \)**  
  sub-path of \( p \) between \( x_i \) and \( x_{i+1} \)

- **\( \ell_i \)**  
  arc length of \( p_i \)

- **\( \ell \)**  
  arc length of \( p \)

- **\( \theta_i \)**  
  heading of \( p_i \), \( \theta_i(s) = \theta_i^0 + a_i s + b_i s^2 \)

- **\( \theta_i^0 \)**  
  initial heading of \( p_i \)

- **a_i**  
  initial curvature of \( p_i \)

- **b_i**  
  controls the rate at which the curvature of \( p_i \) changes

- **\( C_i(s) \)**  
  first component of the Cornu-spiral representation of \( p_i \)

- **\( S_i(s) \)**  
  second component of the Cornu-spiral representation of \( p_i \)

- **\( F_C(s) \)**  
  cosine Fresnel Integral

- **\( F_S(s) \)**  
  sine Fresnel Integral

- **\( C_i^+(s), C_i^-(s) \)**  
  value of \( C_i(s) \) when \( b_i > 0 \) and \( b_i < 0 \), respectively

- **\( S_i^+(s), S_i^-(s) \)**  
  value of \( S_i(s) \) when \( b_i > 0 \) and \( b_i < 0 \), respectively

- **\( \Delta x_i \)**  
  \( x_{i+1} - x_i \)

- **\( x_i^c \)**  
  centre of the \( i \)th circular sub-path

- **\( \varphi_i \)**  
  angle between \( x_{i+1} - x_i^c \) and \( x_i - x_i^c \)

- **\( \kappa_i \)**  
  curvature of \( p_i \)

- **\( (\bar{a}_i, \bar{\ell}_i) \)**  
  initial guess for a solution \( (a_i, \ell_i) \) to \( (C_i(\ell_i), S_i(\ell_i)) = x_{i+1} - x_i \)

- **\( N(0, \sigma_a) \)**  
  normal probability density function with zero mean and standard deviation \( \sigma_a \)

- **\( \epsilon_a \)**  
  \( |\bar{a}_i| > \epsilon_a \) where \( \epsilon_a \ll 1 \)

- **∅**  
  empty set
1 Introduction

In a typical interpolation problem, a finite set of discrete data points is given and a continuous interpolating function that passes through each of the data points must be determined [Atkinson 1989]. The distinguishing features of a good interpolating function depend on the context in which the data was generated and the intended use of the interpolating function. Constant speed paths have been used as interpolating functions for highway and railway design [Meek & Walton 1989, Meek & Walton 1992], motion planning for robots [Kelly & Nagy 2003], and path planning for unmanned aerial vehicles [Dai & Cochran Jr. 2010]. This note emerged from a study of path planning for military aircraft conducting missions in hostile environments, where the interpolating path represents the trajectory of the aircraft as it flies through waypoints.

The aim of this note is to develop a simple algorithm to compute a path \( p : [0, \infty) \rightarrow \mathbb{R}^2 \) that interpolates between \( N \) ordered data points \( \{x_i\}_{i=1}^N \subset \mathbb{R}^2 \). This interpolating path must satisfy the following properties:

1. **Interpolation**: the path passes through all the data points.
2. **Constant speed**: the path has a given constant speed at each point on the path.
3. **Continuous heading**: the heading of the path is continuous at each point on the path.\(^1\)
4. **Bounded curvature**: the curvature of the path is bounded at each point on the path.

It is also desirable for the path have minimal length, subject to the constraints imposed by Properties 1 to 4.

Let \( p \) be parametrised by arc length \( s \in [0, \infty) \). Then Property 2 implies that \( p \) has the form

\[ p(s) = x_1 + \int_0^s (\cos \theta(z), \sin \theta(z)) \, dz, \tag{1} \]

where \( \theta(s) \) is the heading of the path when its arc length is \( s \) and \( |\dot{p}| = 1 \), that is, \( p \) has unit speed.\(^2\) It remains to choose \( \theta(s) \) such that Properties 1 to 4 are satisfied. If the heading is represented by a polynomial in \( s \), then the resulting paths are known as Cornu spirals (see Figure 1), which have been employed as interpolating paths with minimal length [Stoer 1982] and satisfying a least-squares criteria [Davis 1999], for highway and railway design [Meek & Walton 1989, Meek & Walton 1992], motion planning for robots [Kelly & Nagy 2003], and path planning for unmanned aerial vehicles [Dai & Cochran Jr. 2010].

The algorithm developed in this note to compute \( p \) is based on the work of Stoer [1982]. The interpolating path computed by Stoer has continuous curvature at each point on the path and the integral of the curvature squared over the length of the entire path

\(^1\)For a path with continuous heading, infinitesimal changes in position on the path result in infinitesimal changes in heading.

\(^2\)Any constant speed path can be re-parametrised by arc length to yield a unit speed path.
is minimised, which is equivalent to minimal total arc length. This incurs a significant computational cost. Here the emphasis is on a simple algorithm to compute \( p \), and as a result these two properties are relaxed:

- The curvature of \( p \) is permitted to have a finite jump discontinuity at the data points.
- The integral of the curvature squared over the length of \( p \) between each of the data points is attempted to be minimised in sequence.

These properties are consistent with Properties 1 to 4. Note that \( p \) is not guaranteed to have minimal total arc length.

In Section 2 a representation of the interpolating path in terms of Cornu-spiral, straight-line and circular sub-paths is stated and discussed. The interpolation algorithm is developed in Section 3, including a derivation of the sub-path arc length minimisation heuristic that is central to the algorithm. In Section 4 the interpolation algorithm is specified using pseudo code and its performance with respect to CPU time and total arc length is illustrated.

## 2 Representation of the Interpolating Path

Let \( p_i : [0, \ell_i] \to \mathbb{R}^2 \) be the sub-path of \( p \) between \( x_i \) and \( x_{i+1} \) with arc length \( \ell_i \) for \( i = 1, \ldots, N - 1 \). Denote the total arc length of \( p \) by \( \ell \), then

\[
\ell = \sum_{i=1}^{N-1} \ell_i.
\]
Stoer [1982] represents the heading of each sub-path \( \theta_i : [0, \ell_i] \to \mathbb{R} \) by a quadratic polynomial,

\[
\theta_i(s) = \theta_0^i + a_i s + b_i s^2,
\]

for \( i = 1, \ldots, N - 1 \), resulting in sub-paths that are Cornu spirals (see Figure 1). The sub-path parameters \( \theta_0^i, a_i \) and \( b_i \) determine the shape of the path: \( \theta_0^i \) is the initial heading, \( a_i \) is the initial curvature, and \( b_i \) controls the rate at which the curvature changes as \( s \) increases. Special cases include straight-line \((a_i = b_i = 0)\) and circular \((b_i = 0)\) sub-paths. Unlike straight-line and circular paths, Cornu-spiral paths can perform one or two turns. Although Properties 1 to 4 can be satisfied using only straight-line and circular sub-paths, this will often generate interpolating paths with excessively long arc lengths.

A significant advantage of this representation of the heading is that an analytical form of Equation (1) is available in terms of Fresnel Integrals [Stoer 1982]:

\[
p_i(s) = x_i + (C_i(s), S_i(s)),
\]

for \( i = 1, \ldots, N - 1 \), where the functions \( C_i(s) \) and \( S_i(s) \) are given by

\[
C_i(s) = \sqrt{\frac{\pi}{2 b_i}} \cos \left( \frac{a_i^2}{4 b_i} - \theta_0^i \right) \left( F_C \left( \frac{a_i + 2 b_i s}{\sqrt{2 \pi b_i}} \right) - F_C \left( \frac{a_i}{\sqrt{2 \pi b_i}} \right) \right) \\
+ \sin \left( \frac{a_i^2}{4 b_i} - \theta_0^i \right) \left( F_S \left( \frac{a_i + 2 b_i s}{\sqrt{2 \pi b_i}} \right) - F_S \left( \frac{a_i}{\sqrt{2 \pi b_i}} \right) \right),
\]

\[
S_i(s) = \sqrt{\frac{\pi}{2 b_i}} \cos \left( \frac{a_i^2}{4 b_i} - \theta_0^i \right) \left( F_S \left( \frac{a_i + 2 b_i s}{\sqrt{2 \pi b_i}} \right) - F_S \left( \frac{a_i}{\sqrt{2 \pi b_i}} \right) \right) \\
- \sin \left( \frac{a_i^2}{4 b_i} - \theta_0^i \right) \left( F_C \left( \frac{a_i + 2 b_i s}{\sqrt{2 \pi b_i}} \right) - F_C \left( \frac{a_i}{\sqrt{2 \pi b_i}} \right) \right),
\]

and \( F_C(z) \) and \( F_S(z) \) are the Fresnel Integrals\(^3\) [Abramowitz & Stegun 1972]

\[
F_C(z) = \int_0^z \cos \left( \frac{\pi}{2} t^2 \right) dt, \\
F_S(z) = \int_0^z \sin \left( \frac{\pi}{2} t^2 \right) dt.
\]

It can be shown that \( C_i(s) \) and \( S_i(s) \) are bounded and real for all parameter values, including \( b_i \leq 0 \). However, this relies on the symmetry relations of the Fresnel Integrals to eliminate complex values, and the limiting behaviour of \( C_i(s) \) and \( S_i(s) \) as \( b_i \to 0 \) is highly oscillatory. Therefore numerical computations involving \( C_i(s) \) and \( S_i(s) \) can be problematic. To overcome these numerical difficulties, \( C_i(s) \) and \( S_i(s) \) are given the following equivalent definitions:\(^4\)

\[
C_i(s) = \begin{cases} 
C_i^+(s), & b_i > 0 \\
C_i^-(s), & b_i < 0,
\end{cases}
\]

\(^3\)An example of code to compute the Fresnel Integrals can be found at MATLAB Central: http://www.mathworks.com/matlabcentral/fileexchange/6580-fresnel-integrals (accessed December 2010).

\(^4\)These definitions were obtained using the symmetry relations of the Fresnel Integrals [Abramowitz & Stegun 1972].
where

\[
C^+_i(s) = \sqrt{\frac{\pi}{2b_i}} \left[ \cos \left( \frac{a_i^2}{4b_i} - \theta_0^i \right) \left( F_C \left( \frac{a_i + 2b_is}{\sqrt{2\pi b_i}} \right) - F_C \left( \frac{a_i}{\sqrt{2\pi b_i}} \right) \right) \\
+ \sin \left( \frac{a_i^2}{4b_i} - \theta_0^i \right) \left( F_S \left( \frac{a_i + 2b_is}{\sqrt{2\pi b_i}} \right) - F_S \left( \frac{a_i}{\sqrt{2\pi b_i}} \right) \right) \right],
\]

and

\[
S_i(s) = \begin{cases} 
S^+_i(s), & b_i > 0 \\
S^-_i(s), & b_i < 0,
\end{cases}
\] (5)

where

\[
S^+_i(s) = \sqrt{\frac{\pi}{2b_i}} \left[ \cos \left( \frac{a_i^2}{4b_i} - \theta_0^i \right) \left( F_S \left( \frac{a_i + 2b_is}{\sqrt{2\pi b_i}} \right) - F_S \left( \frac{a_i}{\sqrt{2\pi b_i}} \right) \right) \\
- \sin \left( \frac{a_i^2}{4b_i} - \theta_0^i \right) \left( F_C \left( \frac{a_i + 2b_is}{\sqrt{2\pi b_i}} \right) - F_C \left( \frac{a_i}{\sqrt{2\pi b_i}} \right) \right) \right],
\]

\[
S^-_i(s) = \sqrt{\frac{\pi}{2|b_i|}} \left[ \cos \left( \frac{a_i^2}{4b_i} - \theta_0^i \right) \left( F_S \left( \frac{a_i + 2b_is}{\sqrt{2\pi |b_i|}} \right) - F_S \left( \frac{a_i}{\sqrt{2\pi |b_i|}} \right) \right) \\
+ \sin \left( \frac{a_i^2}{4b_i} - \theta_0^i \right) \left( F_C \left( \frac{a_i + 2b_is}{\sqrt{2\pi |b_i|}} \right) - F_C \left( \frac{a_i}{\sqrt{2\pi |b_i|}} \right) \right) \right].
\]

Straight-line \((a_i = b_i = 0)\) and circular \((b_i = 0)\) sub-paths are considered separately due to the singular behaviour of \(C_i(s)\) and \(S_i(s)\) as \(b_i \to 0\), and the availability of explicit analytic formulae for these paths. Straight-line sub-paths have the form

\[
p_i(s) = x_i + \frac{s}{\ell_i}(x_{i+1} - x_i),
\]

\[
\ell_i = |x_{i+1} - x_i|,
\] (7)

for \(s \in [0, \ell_i]\). Circular sub-paths are defined by

\[
p_i(s) = x_i + \frac{1}{a_i} \left( \sin(\theta_0^i + a_is) - \sin \theta_0^i, \cos \theta_0^i - \cos(\theta_0^i + a_is) \right),
\] (8)
for $s \in [0, \ell_i]$ where

$$a_i = -2 \Delta x_i \cdot \left( \sin \theta_{i0}^0, -\cos \theta_{i0}^0 \right),$$

(9)

$$\Delta x_i = x_{i+1} - x_i,$$

(10)

$$\ell_i = \frac{\phi_i}{|a_i|},$$

(11)

$$\phi_i = \begin{cases} 
\arccos \left( a_i^2 (x_i - x_{i}^c) \cdot (x_{i+1} - x_{i}^c) \right), & \Delta x_i \cdot \dot{\mathbf{p}}_i(0) > 0 \\
2\pi - \arccos \left( a_i^2 (x_i - x_{i}^c) \cdot (x_{i+1} - x_{i}^c) \right), & \Delta x_i \cdot \dot{\mathbf{p}}_i(0) \leq 0,
\end{cases}$$

(12)

$$x_{i}^c = x_i - \frac{1}{a_i} \left( \sin \theta_{i0}^0, -\cos \theta_{i0}^0 \right),$$

(13)

$$\dot{\mathbf{p}}_i(0) = (\cos \theta_{i0}^0, \sin \theta_{i0}^0).$$

(14)

Note that $\mathbf{p}_i(\ell_i) = x_{i+1}$ by construction.

3 Algorithm Development

The purpose of the interpolation algorithm is to determine the sub-path parameters ($\theta_{i0}, a_i, b_i, \ell_i$) such that Properties 1 to 4 (Interpolation, Constant Speed, Continuous Heading, and Bounded Curvature) are satisfied, while endeavouring to sequentially minimise the sub-path arc length $\ell_i$.

3.1 Strategy

The sub-path parameters ($\theta_{i0}, a_i, b_i, \ell_i$) must be determined for each of the $N-1$ sub-paths $\mathbf{p}_i$ to completely define the interpolating path for a given set of ordered points $\{x_i\}_{i=1}^N$. Stoer [1982] used Lagrange multipliers and Newton’s method to find ($\theta_{i0}^0, a_i, b_i, \ell_i$) such that the curvature of the interpolating path is continuous at the data points, and the total arc length of the path is minimal. This incurs a significant computational cost.

A simpler approach is taken in this note, where the arc length of each sub-path is attempted to be minimised in sequence. If continuity of the curvature at the data points is also required, as in Stoer [1982], then substantial oscillations in the path can be introduced. This can be seen by the following argument. The shortest distance between two points is a straight line, implying that $a_1 = b_1 = 0$. Continuity of the curvature at $x_2$ then yields $a_2 = 0$. It follows that the heading of $\mathbf{p}_2$ can only change in one direction that is determined by the sign of $b_2$, which may require $\mathbf{p}_2$ to form a spiral to ensure that

$^5$The curvature at the data points will be continuous if $a_i = a_{i-1} + 2b_{i-1}\ell_{i-1}$ for $i = 2, \ldots, N-1$, which follows from the derivative of Equation (2) with respect to arc length.
\( p_2(\ell_2) = x_3 \). Therefore, allowing a finite jump discontinuity in the curvature at the data points will ameliorate the formation of spirals.\(^6\)

This strategy will typically result in an asymmetric interpolating path, that is, if the order of the data points is reversed then a different path will be generated. This is a consequence of sequentially minimising the sub-path arc lengths.

### 3.2 Satisfying the Interpolating Path Properties

**Interpolation**

The Interpolation property implies that

\[
p_i(0) = x_i, \quad (15)
\]
\[
p_i(\ell_i) = x_{i+1}, \quad (16)
\]

for \( i = 1, \ldots, N - 1 \). The functional form of \( p_i \) was chosen to satisfy Equation (15) and hence this equation does not yield any additional information regarding the sub-path parameters. Observe that Equation (16) provides two independent equations for the sub-path parameters.\(^7\)

**Constant Speed**

The sub-paths satisfy the Constant Speed property by construction and hence this property also does not yield any additional information regarding the sub-path parameters.

**Continuous Heading**

Since the shortest distance between two points is a straight line, the first sub-path is simply a straight-line path between \( x_1 \) and \( x_2 \), and hence

\[
\theta_0^1 = \arctan\left( \frac{y_2 - y_1}{x_2 - x_1} \right), \quad (17)
\]

where \( x_i = (x_i, y_i) \). For \( i = 2, \ldots, N - 1 \), the Continuous Heading property implies that

\[
\theta_0^i = \theta_0^{i-1} + a_{i-1} \ell_{i-1} + b_{i-1} \ell_{i-1}^2, \quad (18)
\]

which follows from Equation (2).

\(^6\)Reducing the number of constraints in any optimisation problem will lead to an improved optimal value for the objective function.

\(^7\)Explicit solutions to Equation (16) are provided by Equation (7) for straight-line paths and Equations (9) to (14) for circular paths.
Bounded Curvature

The (signed) curvature of $p_i$ is denoted by $\kappa_i : [0, \ell_i] \to \mathbb{R}$ and

$$\kappa_i(s) = \dot{\theta}_i(s) = a_i + 2b_i s.$$ 

Therefore

$$\max_{s \in [0, \ell_i]} |\kappa_i(s)| = \max \{|a_i|, |a_i + 2b_i \ell_i|\},$$

and so $\kappa_i$ is bounded for finite values of $a_i$, $b_i$ and $\ell_i$.

3.3 Arc Length Minimisation

In this section, a method for calculating the sub-path parameters $(\theta_0, a_i, b_i, \ell_i)$ of Cornu-spiral sub-paths is discussed. Explicit formulae for the sub-path parameters of straight-line and circular paths are given by Equations (6) to (14) and Equations (17) and (18).

Strategy

Equation (16) provides two implicit equations to define $(\theta_0, a_i, b_i, \ell_i)$ and $\theta_0$ is given explicitly by Equations (17) and (18). To completely determine each $p_i$, another equation or condition is required to specify one of $a_i$, $b_i$ or $\ell_i$. Requiring the curvature to be continuous at the data points will not be successful in the context of sequential minimisation of the sub-path arc lengths. Furthermore, $p_i$ is singular as $b_i \to 0$ and hence varying $b_i$ to solve Equation (16) may be problematic. As a result it is advantageous to fix $b_i$ then employ Equation (16) to specify $a_i$ and $\ell_i$.

For each $b_i$ there may be multiple $a_i$ and $\ell_i$ that solve Equation (16); the solution with minimal $\ell_i$ is sought. Equation (16) is solved using a root-finding algorithm such as Newton’s method, which begins with an initial guess for the solution. There are three factors that can influence the convergence of the root-finding algorithm to a solution of Equation (16) with minimal $\ell_i$:

- proximity of the initial guess for $a_i$ to a solution that corresponds to minimal $\ell_i$,
- proximity of the initial guess for $\ell_i$ to a solution that corresponds to minimal $\ell_i$, and
- a condition for $b_i$ that favours solutions with minimal $\ell_i$.

A Condition for $b_i$

A condition for $b_i$ is obtained by seeking to minimise

$$\int_0^{\ell_i} \kappa_i^2(s) \, ds = \frac{4}{3} \ell_i \left[ \left( b_i \ell_i + \frac{3}{4} a_i \right)^2 + \frac{3}{16} a_i^2 \right],$$

If $a_i = 0$ then the interpolating path is not singular as $b_i \to 0$. 
which is equivalent to minimising \( \ell_i \).\(^9\) Since \( \int_0^{\ell_i} \kappa_i^2(s) \, ds \) is a sum of two positive terms, this suggests that
\[
b_i = -\frac{3}{4} \frac{a_i}{\ell_i},
\]
will result in solutions of Equation (16) with minimal \( \ell_i \).\(^10\)

**Initial Guesses for \( a_i \) and \( \ell_i \)**

Let \( \bar{a}_i \) and \( \bar{\ell}_i \) be initial guesses for a solution \((a_i, \ell_i)\) to Equation (16). A lower bound for \( \ell_i \) is the arc length of the straight-line path between \( x_i \) and \( x_{i+1} \), for which \( a_i = b_i = 0 \). This suggests \( \bar{\ell}_i = |x_{i+1} - x_i| \) and \( \bar{a}_i = 0 \). However, since \( p_i \) is singular as \( b_i \to 0 \), Equation (19) implies that \( \bar{a}_i \neq 0 \). Despite this, it is still necessary for \( |\bar{a}_i| \) to be (in some sense) small to guide the root-finding algorithm to a solution of Equation (16) with minimal \( \ell_i \).

The root-finding algorithm is not guaranteed to converge to a solution of Equation (16) for every choice of \( \bar{a}_i \) and \( \bar{\ell}_i \), and so \( \bar{a}_i \) and/or \( \bar{\ell}_i \) must be modified for each attempt to solve Equation (16). Setting \( \bar{\ell}_i = |x_{i+1} - x_i| \) and varying \( \bar{a}_i \) has proven to yield the best results. Since a small value of \( a_i \) corresponds to a small value of \( \ell_i \), \( \bar{a}_i \) is selected from a normal probability distribution with zero mean:
\[
\bar{a}_i \sim \mathcal{N}(0, \sigma_a) \text{ such that } |\bar{a}_i| > \epsilon_a,
\]
where \( \mathcal{N}(0, \sigma_a) \) denotes the normal distribution probability density function with zero mean and standard deviation \( \sigma_a > 0 \) and \( \epsilon_a \ll 1 \). Both \( \sigma_a \) and \( \epsilon_a \) are given fixed parameters.

## 4 The Interpolation Algorithm

In this section, the interpolation algorithm is specified using pseudo code and its performance with respect to CPU time and total arc length is illustrated.

### 4.1 Description

**Cornu-spiral sub-paths**

The sequential sub-path arc length minimisation strategy described in Section 3.3 is implemented in Algorithm 1 to determine \((a_i, b_i, \ell_i)\) of Cornu-spiral sub-paths, for \( i = 2, \ldots, N - 1 \).\(^11\) Note that:

- \( \sigma_a, \epsilon_a, \text{1UpperBound} \) and \( \text{MaxAttempts} \) are independent of the sub-paths, that is, they remain constant for every call to Algorithm 1,

\(^9\) \( \int_0^{\ell_i} \kappa_i^2(s) \, ds \) is a monotone increasing function of \( \ell_i \).

\(^10\) An alternative condition is \( b_i = -a_i/\ell_i \), in which case \( \int_0^{\ell_i} \kappa_i^2(s) \, ds = a_i^2 \ell_i/3 \).

\(^11\) The first sub-path is given by Equations (6) and (7) and \( \ell_0 \) is given by Equation (18) for \( i = 2, \ldots, N - 1 \).
\(1 \text{UpperBound} \geq \ell_i\) for all \(i \in \{1, \ldots, N-1\}\),

-  \textbf{MaxAttempts} specifies the maximum number of attempts to solve Equation (16),

-  the definitions of \(C_i(s)\) and \(S_i(s)\) given by Equations (4) and (5) must be used to avoid complex values entering the computations, and

-  Newton’s method exhibited far superior performance when compared with the Secant method.

**Algorithm 1:** Determine the sub-path parameters of Cornu spirals.

**Input:** \(\theta^i_0, \bar{\ell}_i, x_i, x_{i+1}, \) for \(i = 2, \ldots, N-1, \sigma_a, \epsilon_a, 1 \text{UpperBound} \) and \textbf{MaxAttempts}

**Output:** \((a_i, b_i, \ell_i)\) for \(i = 2, \ldots, N-1\)

RootVector ← \(\emptyset\);

\(n ← 1;\)

\textbf{while} RootVector = \(\emptyset\) and \(n \leq \text{MaxAttempts}\) \textbf{do}

\(\bar{a}_i \sim \mathcal{N}(0, \sigma_a)\) such that \(|\bar{a}_i| > \epsilon_a;\)

\(b_i ← -0.75 \bar{a}_i / \bar{\ell}_i;\)

Solve \((C_i(\ell_i), S_i(\ell_i)) = x_{i+1} - x_i\) for \((a_i, \ell_i)\) using Newton’s method with \((\bar{a}_i, \bar{\ell}_i)\) as an initial guess, such that \(\bar{\ell}_i \leq \ell_i \leq 1 \text{UpperBound};\)

\textbf{if} A solution has been found \textbf{then}

\(\) Store the solution in RootVector;

\textbf{end}

\(n ← n + 1;\)

\textbf{end}

\textbf{if} RootVector \(\neq \emptyset\) \textbf{then}

\(\) \((a_i, b_i, \ell_i)\)

\textbf{else}

\(\) \(\emptyset\)

\textbf{end}
The Interpolation algorithm

The Interpolation algorithm, which is presented in Algorithm 2, begins by returning the straight-line sub-path between the first two data points. Then for each of the remaining data points:

1. Update the initial heading.
2. If the initial heading and the heading of the straight-line sub-path are equal, then return the straight-line sub-path.
3. If the straight-line sub-path was not returned, then:
   (i) Calculate the circular sub-path.
   (ii) Call Algorithm 1 repeatedly to minimise the arc length of the Cornu-spiral sub-path.
   (iii) If a Cornu-spiral sub-path was not able to be calculated or the arc length of the circular sub-path is less than the arc length of the Cornu-spiral sub-path, then return the circular sub-path, otherwise return the Cornu-spiral sub-path.
4. Return to the first step and repeat until the interpolating path is complete.

Note that:

- the Interpolation algorithm will not return an interpolating path if there exists an $i \in \{1, \ldots, N - 1\}$ such that $x_{i+1} = x_i$, and may not return an interpolating path if
  $$(x_{i+1} - x_i) \cdot (\sin \theta_{i}^t, -\cos \theta_{i}^t) = 0,$$
  which is equivalent to a reversal in direction,
- `MaxIterations` specifies the maximum number of calls to Algorithm 1,
- `TerminationFactor > 1`,
- if Algorithm 1 returns $(a_i, b_i, \ell_i)$ with
  $$\ell_i \leq \text{TerminationFactor} \times |x_{i+1} - x_i|,$$
  then the Interpolation algorithm will stop attempting to minimise $\ell_i$, and
- the notation `SolutionVector[i]` is the $i$th component of `SolutionVector`.

The performance of the Interpolation algorithm is discussed in Section 4.2.
Algorithm 2: The Interpolation algorithm.

Input: \( \{x_i\}_{i=1}^N \), MaxIterations and TerminationFactor

Output: \((\theta_0^i, a_i, b_i, \ell_i)\) for \(i = 1, \ldots, N - 1\)

\[\theta_0^1 \leftarrow \arctan\left(\frac{y_2 - y_1}{x_2 - x_1}\right); a_1 \leftarrow 0; b_1 \leftarrow 0; \ell_1 \leftarrow |x_2 - x_1|;\]

\((\theta_0^1, a_1, b_1, \ell_1)\)

\(i \leftarrow 2;\)

while \(i \leq N - 1\) do

\[\text{SolutionVector} \leftarrow \emptyset;\]

\[\text{StraightLineFlag} \leftarrow 0;\]

\[\bar{\ell}_i \leftarrow |x_{i+1} - x_i|;\]

\[\theta_0^i \leftarrow \theta_0^{i-1} + a_{i-1}\ell_{i-1} + b_{i-1}\ell_{i-1}^2;\]

if \((x_{i+1} - x_i) \cos \theta_0^i + (y_{i+1} - y_i) \sin \theta_0^i = \bar{\ell}_i\) then

\[\text{StraightLineFlag} \leftarrow 1;\]

\[a_i \leftarrow 0;\]

\[b_i \leftarrow 0;\]

\[\ell_i \leftarrow \bar{\ell}_i;\]

end

if \(\text{StraightLineFlag} = 0\) then

Calculate the circular sub-path’s parameters with \(\text{aCircle}\) given by Equation (9) and \(\text{lCircle}\) given by Equation (11);

\[\ell_i \leftarrow \infty;\]

\(j \leftarrow 1;\)

while \(j \leq \text{MaxIterations}\) and \(\ell_i > \text{TerminationFactor} \cdot \bar{\ell}_i\) do

Call Algorithm 1 with inputs \(\theta_0^i, \bar{\ell}_i, x_i\) and \(x_{i+1}\), and store the output in SolutionVector;

if \(\text{SolutionVector} \neq \emptyset\) and \(\ell_i > \text{SolutionVector}[3]\) then

\[a_i \leftarrow \text{SolutionVector}[1];\]

\[b_i \leftarrow \text{SolutionVector}[2];\]

\[\ell_i \leftarrow \text{SolutionVector}[3];\]

end

\(j \leftarrow j + 1;\)

end

if \(\text{SolutionVector} = \emptyset\) or \(\text{lCircle} < \ell_i\) then

\[a_i \leftarrow \text{aCircle};\]

\[b_i \leftarrow 0;\]

\[\ell_i \leftarrow \text{lCircle};\]

end

end

\((\theta_0^i, a_i, b_i, \ell_i)\)

\(i \leftarrow i + 1;\)

end
Table 1: Algorithm 1 parameter values used to generate the figures and tables in Section 4.2.

<table>
<thead>
<tr>
<th>(\sigma_a)</th>
<th>(\epsilon_a)</th>
<th>(1\text{UpperBound})</th>
<th>(\text{MaxAttempts})</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>(10^{-12})</td>
<td>1</td>
<td>75</td>
</tr>
</tbody>
</table>

### 4.2 Performance

The Interpolation algorithm’s performance is illustrated in this section, including the impact of the `MaxIterations` and `TerminationFactor` parameters on CPU time and arc length.\(^\text{12}\)

The Algorithm 1 parameter values that were used to generate the results in this section are shown in Table 1. The smallest values of \(\sigma_a\) and `MaxAttempts` were chosen such that the reliability of Algorithm 1 was not compromised.

#### Adding Points and Hard Turns

The most significant factor that influences the CPU time of the Interpolation algorithm is the number of data points that require the interpolating path to execute a hard turn. If the number of data points increases such that no hard turns are required, then the CPU time will increase linearly with the number of points because the computations to calculate the sub-path parameters are independent. However, hard turns can substantially increase the CPU time of the algorithm.

The effect of hard turns on CPU time was ascertained by comparing the baseline case (Case 1) shown in Figure 2 with a variation to the baseline (Case 2), which is shown in Figure 3. It can be seen in Table 2 that the 95\% confidence intervals\(^\text{13}\) for the average CPU time are contained in \([0.15, 0.65]\) seconds for Case 1, for each value of `MaxIterations`. Case 2 is identical to Case 1 except that \(x_4\) has been altered to force hard turns from \(x_3\) to \(x_4\) and from \(x_4\) to \(x_5\). The impact of these hard turns on CPU time for Case 2 is shown in Table 2, where the 95\% confidence intervals for the average CPU time are now contained in \([18, 134]\) seconds, for each value of `MaxIterations`.

\(\text{12}\)The Interpolation algorithm was run using Mathematica 8.0.0.0 (64-bit Kernel) on an Apple iMac running Mac OS X 10.6.5 with a 2.66 GHz Intel Core 2 Duo CPU and 4 GB of RAM.

\(\text{13}\)The 95\% confidence intervals were generated by 100 runs of the Interpolation algorithm for each value of `MaxIterations`; a greater number of runs did not qualitatively change the confidence intervals.
Figure 2: Case 1, the baseline case, which is given by \( x_1 = (-0.0022, 0.22), \ x_2 = (0.14, 0.24), \ x_3 = (0.27, 0.44), \ x_4 = (0.47, 0.37) \) and \( x_5 = (0.55, 0.48) \).

Figure 3: Case 2. This case was chosen to demonstrate the effect of hard turns on the CPU time of the Interpolation algorithm; the points are identical to Case 1 with the exception of \( x_4 = (0.47, 0.037) \).
Table 2: 95% confidence intervals for the average CPU time and total arc length for different values of MaxIterations with TerminationFactor = 1.2. Case 1 is shown in Figure 2 and Case 2 is shown in Figure 3.

<table>
<thead>
<tr>
<th>Case</th>
<th>MaxIterations</th>
<th>CPU Time (sec)</th>
<th>( \ell )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>3</td>
<td>[0.19, 0.48]</td>
<td>[0.78, 0.79]</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>[0.15, 0.47]</td>
<td>[0.78, 0.79]</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>[0.23, 0.65]</td>
<td>[0.78, 0.79]</td>
</tr>
<tr>
<td>Case 2</td>
<td>3</td>
<td>[18, 24]</td>
<td>[1.5, 1.6]</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>[44, 51]</td>
<td>[1.5, 1.6]</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>[118, 134]</td>
<td>[1.5, 1.6]</td>
</tr>
</tbody>
</table>

The impact of hard turns on total arc length was investigated by considering three data points of the form shown in Figure 4: the parameter \( \phi \in [0, \pi] \) was incremented by 0.01\( \pi \). The Interpolation algorithm was run once for each value of \( \phi \) with TerminationFactor = 1.2 and MaxIterations = 3. Between \( x_2 \) and \( x_3 \) the Interpolation algorithm returned Cornu-spiral sub-paths for \( \phi \in [0.01\pi, 0.78\pi] \), where the total arc length increased from 0.50002 to 0.59841. Whereas for \( \phi \in [0.79\pi, 0.99\pi] \) the Interpolation algorithm returned circular sub-paths between \( x_2 \) and \( x_3 \), where the total arc length increased from 1.26 to 25.0. Therefore, if Cornu-spiral sub-paths cannot be computed due to the existence of points that require the interpolating path to execute a hard turn, then the total arc length may increase rapidly. Adding intermediate points to decrease the angle of the turn may reduce this effect.

Figure 4: Definition diagram showing the points used to demonstrate the effect of hard turns on total arc length for different values of \( \phi \): \( x_1 = (0, 0) \), \( x_2 = (0.25, 0) \) and \( x_3 = (0.25, 0) + 0.25(\cos \phi, \sin \phi) \) for \( \phi \in [0, \pi] \).
Varying MaxIterations and TerminationFactor

Increasing MaxIterations will linearly increase the CPU time of the Interpolation algorithm, if TerminationFactor does not terminate the algorithm. If TerminationFactor is active, then increasing MaxIterations may have little effect on CPU time.

Table 2 shows that increasing MaxIterations had a negligible effect on reducing the total arc lengths for Cases 1 and 2. This is not always the case, which was observed when the Secant method was used in Algorithm 1. Furthermore, configurations of points may exist where increasing MaxIterations reduces the total arc length. Hence, for completeness, MaxIterations was retained in the Interpolation algorithm.\footnote{Setting MaxIterations = 1 will prevent the Interpolation algorithm from attempting to further minimise the sub-path arc lengths returned by Algorithm 1.}

The linear dependence of CPU time on MaxIterations, and the considerable reduction in CPU time that may be achieved by increasing TerminationFactor, are exhibited in Table 3 where the analysis of Case 2 was repeated with TerminationFactor = 2. Compared with Table 2, where TerminationFactor = 1.2, the 95% confidence intervals for the average CPU time have decreased approximately linearly for each value of MaxIterations. For example, with MaxIterations = 3, \( \frac{1}{2} \) \([18, 24] = [6.0, 8.0] \). This is sufficiently close to the corresponding interval reported in Table 3 to suggest that increasing TerminationFactor caused the Interpolation algorithm to terminate, predominantly, after a single call to Algorithm 1.\footnote{To disable TerminationFactor, set TerminationFactor = 1.} These substantial reductions in CPU times have been attained without increasing the total arc lengths.

### Table 3: 95% confidence intervals for the average CPU time and total arc length for Case 2, which is shown in Figure 3, for different values of MaxIterations with TerminationFactor = 2.

<table>
<thead>
<tr>
<th>MaxIterations</th>
<th>CPU Time (sec)</th>
<th>( \ell )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[7.0, 11]</td>
<td>[1.5, 1.6]</td>
</tr>
<tr>
<td>6</td>
<td>[5.4, 8.6]</td>
<td>[1.5, 1.6]</td>
</tr>
<tr>
<td>18</td>
<td>[8.2, 12]</td>
<td>[1.5, 1.6]</td>
</tr>
</tbody>
</table>

5 Conclusion

A simple algorithm has been developed to compute a two-dimensional path that interpolates between ordered data points. The interpolating path consists of Cornu-spiral, straight-line and circular sub-paths (refer to Section 2). The Interpolation algorithm (Algorithm 2 in Section 4.1) determines the sub-path parameters such that the interpolating path has constant speed, continuous heading and bounded curvature, while endeavouring to sequentially minimise the sub-path arc lengths (refer to Section 3).
The performance of the Interpolation algorithm was illustrated in Section 4.2, where it was shown that the most significant factor to influence the CPU time of the algorithm and arc length of the interpolating path is the number of points that require the interpolating path to execute a hard turn. This is because Algorithm 1 (in Section 4.1) is more likely to fail to return Cornu-spiral sub-paths for hard turns, and this consumes CPU time. Furthermore, if Algorithm 1 fails to return Cornu-spiral sub-paths, then the Interpolation algorithm will return circular sub-paths, which typically have much greater arc lengths compared with Cornu-spiral sub-paths. However if no hard turns are required, then the Interpolation algorithm quickly returns an interpolating path with minimal arc length (in a heuristic sense).

Although this note emerged from a study of path planning for military aircraft, the Interpolation algorithm is generic and potentially has a broad range of applications. The utility of the Interpolation algorithm will be determined by the context in which the data is generated and the intended use of the interpolating path.
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# Constant Speed Interpolating Paths

## Abstract

Constant speed paths have been used as interpolating functions for highway and railway design, motion planning for robots, and path planning for military aircraft. A simple algorithm is developed in this note to compute a two-dimensional path that interpolates between ordered data points, consisting of Cornu-spiral, straight-line and circular sub-paths. The interpolation algorithm determines the sub-path parameters such that the interpolating path has constant speed, continuous heading and bounded curvature, while endeavouring to sequentially minimise the sub-path arc lengths. The most significant factor to influence the performance of the interpolation algorithm is the number of data points that require the interpolating path to execute a hard turn. If no hard turns are required, then the interpolation algorithm quickly returns an interpolating path with minimal arc length (in a heuristic sense). However, hard turns can substantially increase both the CPU time of the algorithm and arc length of the path.